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Most of the functional aspects of the primary audi­
tory cortex have been systematically explored using 
narrowband stimuli. Naturally occurring sounds 
are usually spectrally complex and not easily char­
acterized by narrowband functions. In this study, 
the cortical response to a class of spectrally complex 
broadband stimuli is systematically explored. The 
stimulus is a harmonic series of components whose 
spectral envelope is sinusoidally modulated. We 
show that responses of neurons in the primary au­
ditory cortex are influenced by a number of spec­
tral envelope parameters, including the spacing of 
peaks in the spectral envelope, the phase of the en­
velope, and its modulation depth. Neuronal re­
sponses are also influenced by carrier properties, 
such as the specific spacings of the harmonic com­
ponents, the total bandwidth of the stimulus, and 
the overall intensity. There is little apparent differ­
ence between the spectral envelope transfer func­
tions, phase response profiles, and intensity 
response profiles for single and multiple units. The 
results suggest an additional approach for charac­
terizing responses of neurons to broadband stim­
uli that are modeled after a behaviorally relevant 
class of sounds. Categorization of different types of 
responses to these stimuli is possible and can com­
plement and expand the classic description of cor­
tical receptive fields.
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THE STRUCTURE OF NATURALLY occurring sounds 
is frequently temporally and spectrally complex. Much
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of the exploration on the functional organization of the 
auditory cortex in mammals, however, has relied on the 
response to more simple stimuli, such as pure tones 
(Merzenich et a l,  1975; Reale and Imig, 1980; Phillips 
and Irvine, 1981; Phillips et a l ,  1985; Schreiner and 
Mendelson, 1990; Schreiner et al., 1992), and more para­
metrically accessible stimuli, such as amplitude modu­
lated tones or noise (Phillips and Hall, 1987; Schreiner 
and Urbas, 1988; Phillips et a l ,  1989; Eggermont, 1993), 
and frequency modulations (Suga and Jen, 1976; 
Mendelson and Cynader, 1985; Heil et a l,  1992b; 
Mendelson and Grasse, 1992; Mendelson et al. 1993). 
Using these stimuli, a number of organizational princi­
ples of auditory cortical fields, particularly of the pri­
mary auditory field (Al), have emerged that are likely 
to provide the basis for the processing of the more com­
plex stimuli in the acoustic biotope of each animal. 
Among the findings were the discovery of a systematic 
frequency representation in Al (Woolsey and Watzl, 
1942; Merzenich et a l, 1975), a nonuniform spatial dis­
tribution of the bandwidth of frequency tuning curves 
(Suga, 1965; Schreiner and Mendelson, 1990; Heil et a l, 
1992b; Schreiner and Sutter, 1992), a nonuniform distri­
bution of intensity-related responses (Suga, 1977; 
Asanuma et a l,  1983; Phillips e ta l,  1985; Heil et a l ,  1992b; 
Schreiner et a l  1992), a nonuniform distribution of in­
hibitory sideband characteristics (Shamma et ah, 1993; 
Sutter and Schreiner, 1990), preferential responses to 
specific frequency sweeps (Shamma et a l,  1992; 
Mendelson et a l, 1993), regions responsive to different 
binaural interaction cues (Imig and Adrian, 1977; 
Middlebrooks et a l,  1980), and regions sensitive to dif­
ferent spatial cues (Imig et a l ,  1990, Rajan et a l, 1990a,b). 
Each of these studies directly describes receptive field 
properties for coding specific stimuli features, includ­
ing spectral, temporal, and spatial characteristics. 
Similar observations have been made in the equivalent 
area, Field L, of birds (Langner et a l ,  1981; Hose et a l, 
1987; Heil et a l, 1992a).

However, the relationships between these basic func­
tional organizations of cortical fields and the neuronal
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responses to natural signals, as well as the coding prin­
ciples of complex signals, such as environmental sounds 
and communication sounds, have not been well estab­
lished. It is not yet evident whether the receptive field 
properties described for the coding of simple spectral, 
temporal, and sound localization cues are suitable and 
sufficient to predict the neuronal response to a large va­
riety of complex signals. This is largely due to three lim­
itations. First, the description of cortical coding 
properties has concentrated individually on spectral, 
temporal, and sound localization cues. For each of these 
cues, a number of descriptors have been used to char­
acterize the corresponding receptive field aspects. 
However, it is not clear which of the currently used de­
scriptors is necessary for a complete characterization of 
the receptive field and which of the parameters provide 
redundant or limited information. For example, the in­
tensity dependence of a tonal response is usually char­
acterized by the response threshold, the dynamic range, 
the best level, and an estimate of the monotonicity of the 
rate-level function. However, even a combination of all 
four descriptors is not sufficient to reconstruct fully the 
rate-level function and make predictions of the firing 
rate for arbitrary sound levels (Raggio and Schreiner,
1994).

Second, interactions between the three main aspects 
of auditory receptive fields, spectral, temporal, and spa­
tial, have been insufficiently addressed. In other words, 
it is not clear whether the spectral, temporal, and spa­
tial coding mechanisms operate independently and 
whether they can be characterized independently of 
each other.

Third, the high degree of temporal and spectral com­
plexity of many natural or artificial signals renders the 
systematic definition and classification of relevant 
stimulus dimensions in those sounds difficult. 
Consequently, stimulus dimensions to describe recep­
tive fields completely and appropriately in a systematic 
manner have not been fully identified.

This study begins to explore the cortical coding of a 
particular stimulus characteristic of broadband stim­
uli— the spectral envelope. It uses several characteris­
tics of the spectral envelope that potentially carry much 
of the spectral information, including spacing between 
peak intensities, depth of modulation, overall intensity, 
and bandwidth. Many auditory stimuli, including most 
human vocalizations, music, and other naturally occur­
ring and artificial sounds, are characterized by broad­
band spectra with distinctive, nonuniform spectral 
envelopes. Spectral envelopes are often essential for 
classification, as demonstrated by the distinct percep­
tual differences between various vowel sounds. Vowel 
spectra are characterized by several frequency regions 
with increased spectral energy (formants) separated by 
regions with decreased spectral energy. Different vow­
els are formed by altering the formant spacing or posi­

tion (Dickson and Maue-Dickson, 1982). Figure 1 shows 
a spectral envelope for a human vowel sound and for a 
cat vocalization. Both vocalizations are marked by dis­
tinct maxima and minima in their spectral envelopes. 
Recent evidence from studies on the sharpness of tun­
ing (Schreiner and Mendelson, 1990, Sutter and 
Schreiner, 1991; Schreiner and Sutter, 1992) and the dis­
tribution of inhibitory sidebands (Shamma et al., 1993)

Frequency (Hz)
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FIGURE 1 Vocalizations. (A) Schematized spectral envelope of 
a human vowel vocalization. The three formants are marked. (B) 
Actual spectral envelope of a cat vocalization. The two regions of 
highest energy are marked. Note that the two peaks are nearly 1 
octave apart.
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suggests cortical neurons are able to distinguish be­
tween different spectral shapes.

One approach to generalize and parameterize this 
stimulus characteristic is the use of broadband spectra 
that have sinusoidal spectral envelopes with regard to 
logarithmic frequency and intensity scales. The benefits 
of ripple spectra as exploratory stimuli lie in: (1) an easy 
characterization of the spectral envelope that is para­
metrically accessible and resembles features of naturally 
occurring complex signals; (2) the fact that the stimulus 
characterization is largely independent of the spectral 
content and the location of the carrier signal; (3) its use 
as a tool for the exploration and characterization of the 
spectral receptive field using a broadband stimulus; (4) 
its potential use to compare these characterizations with 
those obtained with traditional methods, such as single 
and two-tone stimuli (Calhoun and Schreiner, 1993; 
Shamma et a l ,  1994); and (5) its potential use as a stim­
ulus to conduct a system-theoretical approach to the cen­
tral auditory system that is equivalent to the 
spatial-frequency analysis used in the visual system and 
that may lead to an understanding of the processing of 
arbitrary spectral envelope wave forms (Hillier, 1991).

The spectral envelope of a ripple stimulus shares sev­
eral important characteristics with luminance gratings 
commonly used to study processing in the visual sys­
tem. Both stimuli provide similar distributed excitations 
across the receptor surface: in the visual system, the 
magnitude of the stimulus varies sinusoidally across the 
retina, whereas in the auditory system, the magnitude 
varies sinusoidally along the basilar membrane. 
Application of this method in the visual system has led 
to classifications of neurons by their response to sinu­
soidal gratings. Preferences to spatial characteristics of 
the stimulus, such as the grating frequency, modulation, 
and orientation, revealed important properties of cen­
tral visual processing and provided a way of character­
izing those properties.

In the first part of this study, we concentrate on char­
acterizing the activity of cortical neurons and groups of 
neurons in the primary auditory cortex of the cat in re­
sponse to ripple spectra for a range of ripple parame­
ters, such as spectral envelope modulation frequency, 
phase, and modulation depth. The relationships of rip­
ple spectrum responses to properties of spectral recep­
tive fields as obtained with pure tones and the 
system-theoretically based derivation of spectral recep­
tive fields from ripple transfer functions (RTFs) will be 
shown in forthcoming articles.

METHODS

Surgery and Animal Preparation
Data were collected from 22 healthy adult cats. Federal
and institutional guidelines were followed in the care

and use of the cats. The cats were pre-anesthetized using 
a mixture of ketamine hydrochloride (10 mg/kg) and 
acepromazine maleate (0.25 mg/kg). They were given 
dexamethasone sodium phosphate (0.25 mg/kg/24 h) 
to control brain edema and atropine sulfate (0.25 mg/12 
h) to control mucous production. The femoral vein was 
exposed, and a venous cannulation was performed. 
After an initial dose of sodium pentobarbital (to effect, 
about 30 mg/kg), an areflexic, hydrated state was main­
tained through constant infusion of an 8:1 mixture of 
lactated Ringer's solution and sodium pentobarbital 
(about 4 mL/h) with supplemental intravenous injec­
tions of sodium pentobarbital as needed. A tracheal can­
nula was inserted. A rectal temperature probe was used 
to record the temperature of the animal and maintain it 
at 37.5°C using a feedback controlled heated water blan­
ket. The electrocardiogram and respiration rate were re­
motely monitored throughout the experiment.

The head of the cat was fixed with a mouth bar, leav­
ing the external meatuses unobstructed. The temporal 
muscle over the right hemisphere was then retracted. A 
craniotomy was used to expose the lateral cortex above 
the ectosylvian sulci. Finally, the primary auditory cor­
tex was exposed by incising and reflecting the dura. The 
cortex was covered with silicon oil. For recording sin­
gle units, the cortex was usually covered with a 1.5% so­
lution of clear agarose in saline, which diminished 
cortical pulsations while providing a fairly unob­
structed view of the cortical surface.

Hollow ear bars were inserted into the ear canals to 
deliver the stimuli and a micromanipulator was posi­
tioned so that an electrode could be inserted perpen­
dicular to the surface of the cortex.

Electrophysio logy

Parylene-coated tungsten electrodes (Microprobe) with 
an impedance of 0.8 to 1.2 Mfl at 1 kHz were inserted 
into the auditory cortex. A differential amplifier 
(DAM70-E, World Precision Instruments) filtered the 
activity below 1 kHz and above 10 kHz. A window dis­
criminator (BAK DIS-1) permitted acceptable threshold 
levels and waveform criteria to be set to distinguish ac­
tion potentials from the background signal. In this man­
ner, responses of a single unit, or of multiple units, could 
be selected and recorded. Activity of an acceptable size 
and shape resulted in a trigger pulse that was sent to a 
computer (DEC 11/73) that recorded the number and 
time of the pulses to predetermined stimuli for later 
analysis.

Acoustic Stimuli
Experiments were conducted in a double-walled sound- 
shielded room (IAC). Auditory stimuli were generated 
with a stand-alone digital signal processor (DSP; 
TMS32010) with a 16-bit de-glitched DAC at a sampling
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rate of 60 or 120 kHz. The stimulus was low-pass filtered 
96 dB/octave at 15 or 50 kHz, respectively. The ampli­
tude of tonal stimuli was controlled by the number of 
amplitude steps in the generating waveform. Each step 
corresponded to about 0.15 mV resulting in a dynamic 
range of 70 dB. To ensure a good signal-to-noise ratio 
for the complex sounds, the full amplitude was used for 
those conditions. Passive attenuators (Hewlett-Packard 
350D) provided additional variable attenuation. The 
system was designed to provide a fairly flat transfer 
function when connected to the average cat ear 
(Sokolich, US Patent 4251686,1981). Headphones (STAX 
54) were enclosed in small chambers and connected to 
sound delivery tubes. The tubes were inserted into the 
acoustic meatuses. Two different types of stimuli were 
used: tonal stimuli and ripple stimuli. The tonal stimuli 
were used to determine the frequency response areas, 
whereas the ripple stimuli were used to determine the 
transfer functions and response profiles to spectrally 
complex signals.

Frequency Response Area

Using a manually controlled frequency generator 
(General Radio; 1309-A Oscillator) to search for a re­
sponse, neurons between 600 and 1200 |0.m were identi­
fied. On finding a responsive single neuron or neuron 
cluster, the first step was to determine the frequency re­
sponse area (FRA). After making an initial estimation of 
the characteristic frequency (CF) and bandwidth of the 
receptive field by manually varying the frequency and 
intensity and using audiovisual response criteria, the 
FRA was obtained by pseudorandomly presenting stim­
uli from 15 intensity levels and 45 frequencies. The lev­
els were steps of 5 dB, giving a sampled dynamic range 
of 70 dB. The frequency range was centered around the 
manually determined CF of the recording site, and cov­
ered between 3 and 5 octaves, depending on the esti­
mated bandwidth. The frequencies were spaced in equal 
fractions of an octave over the entire range. Each stim­
ulus was presented for 50 ms with a 3 ms rise time and 
400 ms interstimulus interval.

Ripple Spectra

Once the FRA was determined, the stimulus was 
changed from pure tones to broad band stimuli with dis­
tinct spectral envelopes. These stimuli will be referred 
to here as "ripple stimuli." The ripple stimulus is gen­
erated by sinusoidally modulating the spectral magni­
tude of a carrier along a logarithmic frequency scale. 
From 100 to 256 harmonic signals were used as carriers. 
The fundamental frequency of these harmonic compo­
nents could be varied so that they usually ranged from 
50 to 200 Hz and the maximum number of components 
was below 256 (the maximum number that could be pro­
duced by the DSP). The phase of the individual fre­
quency components was fixed so that each component

was phase shifted 53° farther than the previous one. This 
shifting eliminated strong peakiness in the temporal 
wave form that would have resulted with superposition 
of the components in cosine or sine phase. When plot­
ting the spectrum on a double logarithmic scale, the 
spectral envelope of the stimulus was sinusoidal. Its 
bandwidth was set to 3 octaves with the geometric cen­
ter of the band at a spectral maximum that usually was 
selected to correspond to the CF of the neuron. Since the 
individual components were linearly spaced, a 6 dB/oc­
tave decrease in the envelope of the ripple maintained 
a constant energy level per octave. The inverse wave­
length of the sinusoidal spectral envelope is referred to 
as ripple density and is expressed in ripples/octave; the 
modulation of the spectral envelope is sinusoidal on a 
logarithmic scale and the standard spectral modulation 
depth (ripple depth) was 30 dB. The phase of the spec­
tral envelope (ripple phase) is defined as 0° when the 
center peak of the spectral envelope at the geometric 
mean of the stimulus is aligned with the CF of the record­
ing site. The overall intensity of the stimulus is expressed 
in dB sound pressure level (SPL) (as measured on the 
linear setting of a Bruel & Kjaer sound level meter at the 
end of the ear bars). The stimulus had a duration of 100 
ms, including 5 ms rise and fall times. The interstimu­
lus interval was usually 700 ms and was increased to 1 
to 1.5 s if obvious adaptation effects were noted.

A schematic depiction of the standard stimulus, with 
a ripple density of 1 ripple/octave and a modulation 
depth of 30 dB, is shown in Figure 2A. Starting with the 
standard stimulus, individual parameters could be var­
ied. For example, the ripple density can be changed (Fig. 
2B) and the modulation depth can be varied (Fig. 2C). 
In addition, the overall intensity can be changed by in­
creasing or decreasing each component by the same 
amount, and the fundamental frequency as well as the 
spectral width can be varied. As the ripple phase is var­
ied, the central peak in the spectrum will move off the 
CF until a trough is aligned with the CF (Fig. 3), corre­
sponding to a 180° phase shift. Note that envelope phase 
variations do not alter the frequency or phase proper­
ties of the carrier components, that is, the location of the 
carrier spectrum is not shifted. The amount of frequency 
shift (Af, in octaves) of the apparent spectral peaks or 
troughs is determined by the ripple phase shift (A<&) and 
the ripple density (RD):

Af = (l/RD)*(-A4»/360)

Ripple Transfer Function

RTFs express the firing rate in response to a ripple spec­
trum as a function of ripple density. To find an appro­
priate intensity for the stimulus, a ripple stimulus was 
presented with a modulation depth of 30 dB and a rip­
ple density of 1 ripple/octave and the overall intensity 
was varied until the level evoking the strongest response
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FIGURE 2 Ripple stimulus. (A) Standard stimulus: harmonic 
series of 100 to 200 components linearly spaced by the funda­
mental frequency (F0) three octaves wide (BW), ripple density 
(spacing of peaks) of 1 ripple/octave (RD), modulation depth 
(amplitude of waveform) 30 dB (MD), and a 6 dB roll-off to main­
tain constant energy per octave (T). (B) Standard stimulus except 
ripple density has been changed to 2 ripples/octave. (C) Standard 
stimulus except modulation depth has been changed to 10 dB. 
Note that the amplitude maxima are the same, but the minima 
have changed.

schematic from c259 su5d

FIGURE 3 Placement of ripple stimulus. A schematic of a tun­
ing curve shows the ripple stimulus positioned so that the center 
peak of the ripple stimulus is aligned with the characteristic fre­
quency of the timing curve. The tuning curve shows both the ex­
citatory region (light gray), and the inhibitory regions (darker 
gray). With the center peak of the stimulus aligned with the char­
acteristic frequency of the unit, the phase of the spectral envelope 
is considered 0°.

was determined using an audiovisual measure of re­
sponse. This best intensity was used to obtain the RTFs.

Data were collected for an ordered sequence of rip­
ple densities (15 values; 0 to 6 ripples/octave 0.2 to 1 rip­
ples/octave spacing) or a pseudorandom sequence (14 
or 20 values; 0 to 8.66 ripples/octave; 0.33 to 0.66 rip­
ples/ octave spacing). Each stimulus condition was pre­
sented 25 times. To minimize adaptation to a particular 
stimulus, the interstimulus interval was at least 700 ms, 
and occasionally more than 1. In most cases, this long 
interstimulus interval allowed the responses to the stim­
uli to be equally strong at the end of the 25 presentations 
as at the beginning.

The data were collected in poststimulus time his­
tograms (PSTHs) allowing the number of action poten­
tials and latency of each response to be determined. To 
create the ripple transfer functions from the PSTHs, the 
number of responses in each PSTH are determined. 
Since tonic responses were not seen, we only consider 
the number of spikes in a 30 ms window that begins with 
the first spike after the onset of the stimulus.

Once the standard RTF was determined, response 
profiles were created for several other stimulus para­
meters. Response profiles plot the strength of the neu-

1000 10000 
F re q u e n cy  (Hz)

B  Inhibitory 
Excitatory
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ronal response as a function of a specific parameter and 
were obtained for the ripple modulation depth, the 
phase of the spectral envelope, and the overall intensity 
of the stimulus. In addition, effects on responses by the 
fundamental frequency and the bandwidth of the stim­
ulus were investigated. In each case, PSTHs were ob­
tained for 25 presentations of the stimulus. The PSTHs 
were analyzed and the response profiles plotted in the 
same manner as for the RTFs.

Analysis

From the RTFs and, if appropriate, the response profiles, 
the following properties were determined: the parame­
ter values for the strongest or best response, the maxi­
mum and minimum spike response, the bandwidth of 
the response and the shape of the response. Based on 
their shape, RTFs were categorized by the following fil­
ter types: band pass, low pass, high pass, notch, and mis­
cellaneous. To be classified, stimulus-specific response 
modulations had to show at least a 30% decline from the 
best response. Intensity response profiles were classi­
fied as monotonic or nonmonotonic according to the 
growth of the response at high intensities. Additionally, 
a modulation index of the RTFs and response profiles 
was determined by dividing the difference between the 
maximum and minimum response by the maximum re­
sponse. This index varies between 0 and 1 and reflects 
the degree of response modulation due to changes in the 
varied parameter. The modulation index was deter­
mined for RTFs (ripple modulation index [RMI]) and for 
the phase profiles (phase modulation index [PMI]). The 
best response of a RTF or a response profile was the value 
of the variable parameter that elicited the strongest re­
sponse. If two neighboring parameter values elicited 
identical responses, their values were averaged. The 
maximum response was the largest number of spikes 
that occurred following a stimulus onset. The minimum 
response was the average of the three parameter values 
that elicited the lowest number of spikes following stim­
ulus onset. The bandwidth of an RTF is defined as the 
range of ripple densities over which the response is 
larger than the 50% value between maximum and min­
imum response.

When possible, analyses were carried out individu­
ally for single unit and multiple unit recording sites and 
compared to each other. First, the variance and the mean 
of the two populations were determined. Then a vari­
ance ratio test was used to determine whether the vari­
ances of the two populations were the same, and a t test 
was used to compare the means of the two populations. 
To increase the power of the test, and reduce the possi­
bility of false-negative results, a  = 0.1 was used for the 
test value. To compare the frequency distribution of fil­
ter classifications, a contingency table was set up and 
the chi-square test was used.

In addition to comparing single and multiple units, 
statistical analysis was used to compare the positive and 
negative phase symmetry indices by taking the absolute 
value of both indices, and comparing their variances and 
means. Again, the a  value was set to 0.1 to increase the 
power of the comparison.

RESULTS

Data were collected from 201 multiple units and 77 sin­
gle units recorded in Al of 22 adult cats. The first sev­
eral multiple unit recordings were used to identify Al. 
Isofrequency contours identified the rostral and caudal 
boundaries of Al, whereas the sharpness of tuning 
(Schreiner and Mendelson, 1990) and threshold identi­
fied the ventral and dorsal regions (Schreiner et al., 1992). 
The recording sites spanned characteristic frequencies 
of 1 to 20 kHz, with the majority being in the 3 to 8 kHz 
range. Since most of the recordings were taken from the 
central two thirds of Al, the rostral and arcaudal bound­
aries did not have to be precisely located. However, we 
did try to obtain responses from all regions of the isofre­
quency domain. The wide range of sharpness of tuning, 
with Q-lOdB and Q-40dB values ranging from 0.5 to 10, 
indicates that a fairly diverse region, dorsal to ventral, 
was included in our sampling (Schreiner and 
Mendelson, 1990; Schreiner and Sutter, 1992).

Ripple Transfer Functions

Approximately 5% of the neurons identified in Al with 
pure-tone stimuli did not respond to any of the ripple 
stimuli. All of these neurons were located in a narrow 
central region of Al, were extremely sharply tuned, and 
had highly nonmonotonic rate-level functions for pure 
tones. For each of the remaining 95% of the recording 
locations, a RTF was obtained at a ripple phase of 0° and 
a spectral envelope modulation depth of 30 dB. Figure 
4A illustrates the construction of a RTF for a single neu­
ron. The PSTHs for 10 different ripple densities are 
shown. Each PSTH has been labeled with the ripple den­
sity of the stimulus and the number of action potentials 
elicited. For ease in comparison, the PSTHs have been 
placed in ascending order of ripple density and not in 
the pseudorandom order in which they were presented 
to the animal. The RTF plots the number of spikes on 
the ordinate versus the ripple density on the abscissa 
(Fig. 4B). The filled points represent one set of 10 stim­
uli; the open points represent a second, complementary 
set of 10 stimuli. The line represents a two-point aver­
age of the full data set. Several common properties of 
RTFs can be illustrated with this example, including a 
best ripple density, the filter shape, the bandwidth of the 
response, and the modulation index. Commonly, the 
RTF reveals a range of ripple densities for which the re-
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FIGURE  4 Ripple transfer functions. (A) Poststimulus time histograms showing the responses of a unit at different ripple densities. 
The number of responses and the ripple density are shown next to each plot. Although the stimuli were presented in a pseudorandom 
order, they have been ordered here for ease in interpretation. (B) The ripple transfer function plots the number of spikes at each ripple 
density against the ripple density. The open circles illustrate one set of 10 pseudorandom stimuli, the closed circles represent a second 
set. The line is a two-point average of the points. (C) A ripple transfer function shows that the best ripple density is 1.5 ripples/octave, 
the maximum response is 50 spikes, and the minimum response is 7 spikes. The bandwidth (BW) is the ripple densities over which the 
response is greater than half way between the maximum and minimum response: in this case, 1.0 to 2.8, or 1.8 ripples/octave. The mod­
ulation index is the difference between the maximum and the minimum, divided by the maximum: (50 -  7)/50 = 0.86.
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sponse of the neuron is optimal. The best ripple density 
(that which produced the strongest response), is used as 
one of the descriptors of RTFs. In this case, the neuron 
has a best ripple density of 1 ripple/octave. The shape 
of the RTF in Figure 4B can be classified as band pass, 
since the responses to ripple densities below and above 
the best ripple densities are at least 30% smaller than at 
the best ripple density.

Another descriptor is found by determining the 
points below and above the peak where the response is 
halfway between its maximum and minimum. The dis­
tance between these points, expressed in ripples/oc- 
tave, is the bandwidth of the RTF at 50%. In this case, 
the bandwidth at 50% is 1.1 ripples/octave.

Finally, the RMI (maximum response -  minimum re­
sponse)/maximum response) was determined. In this 
example, RMI = (34 -  2)/(34) = 0.94. Figure 4C summa­
rizes the various descriptors of the RTF for a different 
neuron.

Figure 5 shows 12 representative RTFs constructed 
from 14 to 20 different ripple stimuli ranging from 0 to 
8.6 ripples/octave. The transfer functions with two dis­
tinct symbols (Figures 5A, G, I) are made of two pseudo­
random sets of stimuli presented with a 15 second break 
between sets. The others are from stimuli presented in 
order from low to high ripple density. The six examples 
on the left (A-F) are typical RTFs showing band-pass fil­
ter characteristics. For these representative examples, 
the best ripple densities range from 0.7 to 5.0 rip­
ples/ octave. The six examples on the right (G-L) show 
representative examples of RTFs that are not band-pass 
filters. A notch filter is shown in Figure 5G: ripple den­
sities between 1 and 4 ripples/octave elicit almost no re­
sponse, whereas the responses to the highest ripple 
densities are within 50% of the maximum response. A 
low-pass filter characteristic is illustrated in Figure 5H. 
In this particular case, the lowest ripple density pre­
sented was 0.3 ripples/octave. If lower ripple densities 
had been presented, there is a possibility that this neu­
ron would have turned out to be a band-pass filter. 
Double band-pass filters occur when there are two dis­
tinct peaks in the RTF with the secondary one at least 
50% as high as the primary one (as seen in Figure 51). 
For the purpose of this article, there will not be a dis­
tinction made between double band pass and band pass 
aside from noting their existence. The RTF in Figure 5J 
shows the characteristics of a band-pass filter. Since the 
second peak is not within 50% of the first, it was not re­
garded as a distinct maximum. Finally, a high-pass and 
an all-pass filter are shown in Figure 5K and 5L, re­
spectively. Obviously, in determining the type of filter, 
there is always some overlap, and approximation. For 
instance, unless a ripple density of 0 ripples/octave was 
presented, a low-pass filter could actually be misclassi- 
fied as a band-pass filter. If a filter did not have a clear 
classification, either because the data were too noisy or

because it overlapped with other categories, it was con­
sidered miscellaneous. All-pass filters (Fig. 5L) were 
also classified as miscellaneous. The majority of neurons 
(48%) were band pass, 18% were low pass, 6% were 
notch filters, 3% were high pass, and 25% were miscel­
laneous (Fig. 6A).

No significant difference was found between the 
characteristics of RTFs of the single units (examples in 
Fig. 5B, E, G, H, J) and multiple units (examples in Fig. 
5A, F, I, K, L). That there was little or no difference in the 
descriptors of single and multiple units can be seen in 
the summary histograms (Fig. 6A: filter shapes; Fig. 6B: 
best ripple densities). The majority of units, both single 
and multiple, were band pass. Their best ripple density 
ranged from less than 1 ripple/octave to more than 4 
ripples /octave, with a mean of 1.11 ± 0.86 for single units 
and 1.25 +1.16 for multiple units. To a significance level 
of p = 0.10, no difference was found for the two popu­
lations between the variances, the means, or the filter­
ing characteristics (Table 1 and Table 2).

The bandwidth of band-pass RTFs can also be used 
to classify RTFs. A wide variety of bandwidths of RTFs 
was observed ranging from less than 1 ripple/octave 
(Fig. 5A) to more than 3 ripples/octave (Figs. 5E, F). A 
frequency distribution for the bandwidth of the RTFs 
(Fig. 6C) shows that the bandwidth was usually around 
0.5 to 1.0 ripple/octave, although the bandwidth often 
reached 3.0 ripples/octave. Again, the mean and vari­
ance for both single and multiple units were determined 
(Table 1) and compared. To a significance level of p = 
0.10, no significant difference was found.

The modulation index of the RTFs (RMI) ranged from
1 (RTFs reflected a clear response to some ripple densi­
ties and no response to other ripple densities) to nearly 
zero (hardly any difference was seen between the re­
sponses to different ripple densities). Neurons that did 
not respond to ripple stimuli at all were not included. 
Figure 5C shows an example with a large modulation 
index (RMI=1), whereas the RTF in Figure 5L has a small 
modulation index of 0.36. Accordingly, there is a small 
difference between the maximum and minimum re­
sponses in the first case, and a large difference in the sec­
ond case. The majority of neurons and neuron clusters 
had RTF modulation indices above 0.5. Mean RMI val­
ues over all neurons were 0.81 ± 0.16 for single units, 
and 0.71 ± 0.21 for multiple units (Fig. 6D), that is, sin­
gle unit RTFs showed a slightly higher modulation of 
response strength than multiple unit RTFs. The vari­
ances between the two populations, for p = 0.1, showed 
a significant difference, indicating that the populations 
were different. However, there was no significant dif­
ference between the means (Table 1).

In summary, the systematic investigation of the in­
fluence of a range of spectral envelope frequencies on 
cortical responses to broadband stimuli revealed that (1) 
the majority of cortical neurons are tuned to a specific
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FIGURE  5 Ripple transfer functions. Twelve different ripple transfer functions showing typical shapes. The plots were determined by 
using ripple stimuli with modulation depths of 30 dB. The fundamental frequency was constant for each plot. (A-F) Typical band-pass 
filters with the best ripple density ranging from 0.5 to 5.0 ripples/octave. (G) Notch filter, (H) Low-pass filter (I) Double-band pass. These 
are counted as band pass, and the best ripple density is the overall best response. (I) Band-pass filter. (K) High-pass filter. The response 
at the highest ripple densities never fell below 50% of the maximum response. (L) A mixed response, or all-pass.
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TABLE I
Hypothesis: There is No Difference Between the Ripple Transfer Functions for Single and Multiple Units in 

Terms of Their Best Ripple Density, Bandwidth at 50%, and Modulation Index for an a  = 0.1

Count Mean SD df

Compare Variances

Test Critical 
Statistic Value

Compare Means

Test Critical 
Statistic Value Significance

Best ripple
density

Bandwidth

Single
Multiple

54
113

1.11 
1.25

0.86
1.16

165 1.47 1.48 0.54 1.65 No

at 50% 

Ripple

Single
Multiple

49
104

1.36
1.29

0.8
0.84

151 1.07 1.52 0.26 1.66 No

modulation
index

Single
Multiple

58
117

0.81
0.71

0.16
0.21

173 1.49 1.48 0.76 1.65 Yes

Conclusion: the best ripple density and the bandwidth are not from significantly different populations. Although the RMI are from dif­
ferent populations (significantly different variances), the means are not significantly different.

range of spectral envelope frequencies; (2) about half the 
envelope transfer functions have band-pass character­
istics, and the remaining RTFs are low pass, high pass, 
notch, or of miscellaneous type; (3) best ripple densities 
range from 0.3 to 5 ripples/octave with a mean around 
1.2 ripples/octave; (4) the sharpness of tuning to ripple 
densities varies between 0.3 and 3 ripples/octave, with 
an average bandwidth of 1.3 ripples/octave; (5) the de­
gree of modulation of the response due to changes in 
ripple density of the stimulus can vary from nearly 0 to 
100%, with a mean of approximately 75%.

Phase Response Profiles

In the construction of RTFs, the stimulus was always set 
so that a spectral maximum, located at the geometric 
center of the stimulus, coincided with the CF of the neu­
ron or neuron cluster under study. This phase constancy 
of the spectral envelope of the stimulus relative to the 
receptive field of the neuron or neurons provides an im­
portant constraint for the interpretation of the described 
response dependencies. It is apparent that other ripple 
phase choices, such as +180° or -180°, corresponding to 
a spectral minimum at the CF of the neuron, could re­
sult in quite different neuronal responses. In this sec­
tion, the influence of the spectral envelope phase on the 
response to a fixed ripple density is evaluated. A phase 
shift of the spectral envelope corresponds to a frequency 
shift of the ripple maxima. A positive phase shift moves 
all peaks and troughs to lower frequencies, whereas a 
negative phase shift will result in the movement of the 
peaks and troughs to higher frequencies. The frequency 
content of the carrier spectrum does not change with 
these phase shifts.

Figure 7 shows the phase response profile, the spike 
count versus the ripple phase of the stimulus, for six dif­
ferent recording sites. In each case, a phase shift of 0°

corresponds to a maximum aligned with the CF, and a 
phase shift of +180° or -180° corresponds with a mini­
mum aligned with the CF of the recording site. The rip­
ple densities that were used to determine the phase 
response profiles corresponded to either the best ripple 
density of the unit or were 1 ripple/octave, the average 
best ripple density. The approximating actual ripple 
density used is stated in the legend. It is apparent that 
the best phase or the phase producing the strongest re­
sponse in each example is at, or near, zero. Slight devi­
ations from 0° of the maximum of several phase profiles 
can be partially attributed to small differences in the 
value of the CF at the threshold of the frequency re­
sponse area and the best frequency at the actual inten­
sity of the spectral peak.

In a linear system, the overall shape of the phase pro­
files would be cosine functions, indicated by the dashed 
lines in Figure 7. The observation that the phase profiles 
actually obtained are narrower than such functions and 
are also somewhat asymmetrical reflects the operation 
of nonlinear elements in the processing of these stimuli. 
Three parameters will be used to characterize the shape 
of the phase profiles: the width at the 50% point, the sym­
metry of the profile at the 50% point, and the degree of 
modulation of the firing rate by phase shifts expressed 
as the PMI (see "Methods"). The width of the phase pro­
files was commonly between 60° and 140°, with a mean 
of 100° ± 29°. This is significantly different from the 
width of a pure cosine function (180°).

For individual neurons, positive and negative phase 
shifts did not result in identical changes in the firing rate 
resulting in asymmetric phase profiles (see Fig. 8). This 
behavior is quantified by the symmetry index (SI). This 
index was found by determining the positive and neg­
ative phase shifts required to reduce the response by 
50% and then calculating SI as follows: SI = (<!> -  
<t)neg)/(<3)poS + Oneg). Values of SI can vary from +1 to -1 ,
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FIGURE 6 Frequency distributions. (A) Filter types. 
Histograms show the number of units that are classified in each 
particular filter type for single units and multiple units. There was 
no significant difference between the two populations. (B) Best 
ripple density. Histograms show the number of units that have 
each of the best ripple densities for single units and multiple units. 
The bin size is 0.3 ripples/octave. There was no significant dif­
ference between the mean and variance for these two populations. 
(C) Bandwidth of ripple transfer functions (RTFs). Histograms 
showing the number of units having the specified RTF band- 
widths for single units and multiple units. The bin size is 0.25 rip­
ples/octave. (D) Index of modulation. Histograms showing the 
number of units having the specified index of modulation for sin­
gle units and multiple units. The bin size is 0.05.

TABLE II
Hypothesis: There Is No Difference Between the 
Ripple Transfer Function Filter Shapes for Single 

and Multiple Units for an a  = 0.1

Band Pass Notch Low Pass High Pass Mixed
Single 37 6 16 1 16
units
Multiple 75 8 27 5 41
units

Conclusion: the hypothesis is not rejected.
= 8).

with a value of zero reflecting a symmetrical shape of 
the phase profile. Figure 8 shows the SI for 11 single and 
1 multiple units. The responses were nearly equally di­
vided between positive and negative values. The aver­
age SI was -0.1 ± 0.4. By comparing the absolute values 
of the positive and negative asymmetries, we were able 
to determine whether the neurons, as a population, fa­
vored one direction or behaved differently in one di­
rection. The variance and the absolute value of the mean 
for the population of neurons with a positive asymme­
try were not significantly different from those with a 
negative asymmetry (see Table 3).

Evaluation of the PMI reveals that most phase pro­
files in our sample exhibited a full modulation of the fir­
ing rate by phase shifts. This modulation is similar to 
that seen for most RTFs. The average value for PMI was 
0.77 ± 0.22, and the mean and variance were not signif­
icantly different from those of the RMI.

In summary, the phase profiles revealed that there is 
a strong dependence of the responses on the position of 
the spectral envelope relative to the CF of the neuron. 
The relatively narrow width of the profile and its asym­
metry strongly suggest the influence of nonlinear mech­
anisms, such as compressive nonlinearities and 
nonuniformly distributed inhibitory influences that 
contribute to the processing of spectral envelope infor­
mation.

Intensity Response Profiles

To determine RTFs and phase profiles, audiovisual cri­
teria were used to set the intensity to produce a strong 
response. Usually, this intensity was approximately 15 
to 25 dB above the response threshold for the tested rip­
ple density (ripple phase, 0°). To test the overall influ­
ence of the stimulus intensity on the response to ripple 
stimuli, rate-level functions were obtained for ripple 
densities at or near the best ripple density of the neuron 
or neuron group. Figure 9 shows six examples of rate- 
level functions. Neurons were classified as monotonic, 
nonmonotonic, or inconclusive. For nonmonotonic neu­
rons, the firing rate peaked for a specific best intensity, 
and then proceeded to decrease. Nonmonotonic neurons
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Ripple Phase (degrees)

are defined as decreasing in their firing rate at least 30% 
with a 15 dB increase in intensity. Since different neurons 
had different best intensities, the intensity for some stim­
uli were never increased to levels large enough to deter­
mine monotonicity. Therefore, in addition to a definite 
decrease in spike rate, the greatest intensity had to be at 
least 15 dB greater than the intensity that elicited the best 
response. Neurons that did not decrease their spike rate 
to below 70% for any intensity and did have at least a 15 
dB difference between the best stimulus intensity and 
the greatest stimulus intensity were considered monot­
onic. Neurons that did not fulfill either requirement were 
classified as inconclusive (Fig 9A). In four of the six ex­
amples (Fig. 9B, C, E, F), the firing rate for the highest 
tested intensity was less than 70% of the maximum fir­
ing rate; that is, were nonmonotonic. The neuron shown 
in Figure 9D is clearly monotonic. The firing rate stays 
above 70% of the maximum firing rate for at least a 30 
dB increase in intensity beyond the best intensity. Of the 
42 units for which intensity response profiles were col­
lected, only 8 had clearly monotonic responses, 25 were 
nonmonotonic, and 9 were inconclusive (see Table 4). 
Therefore, of the units in which an identification could 
be made, 24% (8 of 33) were monotonic and the remain­
ing 76% (25 of 33) were nonmonotonic.

The dynamic range of the rate-level functions was 
quantified by the slope of the intensity response profile 
as the response increased from threshold up to its peak. 
A large slope signifies a neuron with a small dynamic 
range while a small, or shallow slope signifies a neuron 
with a large dynamic range. The histogram in Fig. 10 
shows the distribution of the slopes and has a mean of 
0.058 ± 0.029 corresponding to 5.8 ± 2.9%/dB.

In summary, the level dependence of neuronal re­
sponses to ripple stimuli is generally expressed by non­
monotonic rate-level functions, and although there is a 
fair amount of variation in the dynamic range, most 
units vary their response magnitude from threshold to 
a peak response in less than 20 dB.

Modulation Depth Response Profiles

One of the principal descriptors of the spectral envelope 
is the depth of spectral modulation. In the ripple stimuli 
used to find the phase and intensity profiles, and the 
RTFs, the modulation depth was uniformly set to 30 dB. 
To determine the modulation depth response profiles, 
the ripple density, intensity, and phase were set, and the 
modulation depth was varied. The ripple density was 
set at, or near, the best ripple density, the phase was set

FIGURE 7 Phase shifts. Responses of six single units as the 
phase of the spectral envelope is varied. A phase shift of zero cor­
responds to the center peak of the stimulus being aligned with the 
CF of unit. The dotted line is a sinusoid fit between the maximum 
and the minimum response. The modulation depth for all the stim­
uli was 30 dB. The ripple densities (rd) were as follows: (A) rd =
1.0; (B) rd = 1.0; (C) rd = 1.0; (D) rd = 1.8; (E) rd = 1.8; (F) rd = 1.7.
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FIGURE 8 Frequency distribution for phase symmetry index. 
To determine the symmetry of a phase response profile, the sym­
metry index considers the phase required to reduce the maximum 
response by 50% as the phase is shifted in the positive and nega­
tive directions. The index is (<|>pos -  <j>neg)/(<|>pos + <|> ). The light 
hatching indicates the phase asymmetry for 11 single units and 
the dark hatching, for 1 multiple unit. The bin size is 0.1.

to 0°, and the intensity was the same as for determining 
the RTF and phase response. Then 6 to 10 different mod­
ulation depths were presented between 0 and 40 dB. An 
increase of the modulation depth corresponded to a low­
ering of the troughs while keeping the levels of the spec­
tral peaks constant. As a consequence, an increase in 
modulation depth resulted in a slight decrease in total 
energy (see "Methods"). Figure 11 shows six examples 
of modulation depth profiles. As shown in the first five 
examples (Fig. 11A-E), the response usually increases as 
the modulation depth increases until a maximum or 
plateau is reached at depths ranging from 5 to 30 dB. As 
the modulation depth increased further, the firing rate 
was fairly independent of modulation depths. Figure 11F 
shows two modulation depth response profiles taken for 
the same unit. The closed circles were taken using the 
best ripple density of 1.0 ripple/octave and the open cir­
cles used a ripple density of 3.0 ripples/octave. The clear 
differences between the two profiles indicate that the

TABLE III

depth profile depends on the ripple density used. Figure
12 shows the frequency distribution for the lowest of the 
near optimal (best) modulation depths, at the best rip­
ple density of the unit. The mean best modulation depth 
was 20 ± 8dB. For most units, however, a modulation 
depth of 30 dB still produced near optimal responses. 
Therefore, this modulation depth was selected for ob­
taining most RTFs and other response profiles.

Fundamental Frequency Response Profile

The ripple stimulus used in this study consisted of a se­
ries of harmonically related components. The funda­
mental frequency of the harmonic complex was chosen 
so that the complex contained at least 126 components 
and maximally 256 components. As a consequence, the 
lowest octave of the 3-octave wide stimulus contained 
at least 18 and maximally 36 components, thereby pro­
viding an adequate representation of the sinusoidal 
spectral envelope (see Fig. 1). The fundamental fre­
quencies actually used for obtaining RTFs and response 
profiles ranged from 37.5 to 150Hz. To estimate sys­
tematically the influence of variations of the funda­
mental frequency on the response to a ripple stimulus, 
we varied the fundamental frequency over a wide range 
for 12 neurons. The fundamental frequency response 
profiles in Figure 13 illustrate that there were definite 
changes in the responsiveness as the fundamental fre­
quency varied. For higher fundamental frequencies, the 
spectral envelope slope is undersampled, especially for 
high ripple densities, and is no longer well represented. 
Therefore, it is reasonable to expect that, at high funda­
mental frequencies, there are fairly large variations in 
the response magnitude. The reason for the variations 
at low fundamental frequencies (see Fig 13A, C, F) is less 
clear and suggests a reliance of the response on the fun­
damental frequency itself, rather than exclusively on as­
pects of the spectral envelope. Fundamentals ranging 
from 100 to 1000 Hz (at which frequency the spectral en­
velope is being grossly undersampled) elicited strongest 
responses. No common pattern for fundamental fre­
quency response profiles was apparent.

Spectral Width Response Profiles

Finally, the influence of the spectral width of the ripple 
stimulus was investigated. In all previous conditions, it 
was set to 3 octaves. This width was chosen to ensure

Compare Variances Compare Means

Asymmetry Count Mean SD df Test Statistic Critical Value Test Statistic Critical Value

Positive 5 0.352 0.2 10 0.276 1.8 1.29 3.97
Negative 7 0.429 0.19

Test statistic = 0.28; critical value = 1.8 (for a  > 0.1, df = 10). Conclusion: the hypothesis is not rejected.
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Intensity (SPL)

that the stimulus covered the entire receptive field of the 
recording site. To evaluate the possible influence of the 
stimulus bandwidth on the response to ripple spectra, 
the bandwidth was changed systematically. Figure 14 
shows six typical spectral width response profiles. Two 
types of spectral width response profiles can be distin­
guished: those that generally decrease with increases in 
bandwidth (Fig. 14A-E) and those that generally in­
crease (Fig. 14F). Of the 11 units from which we recorded 
the spectral width response profile, two (18%) were in­
creasing, and nine (82%) were decreasing. As the spec­
tral width of the stimulus increases, the response fairly 
monotonically varies until it reaches a steady state 
around a spectral width of 2 to 3 octaves, that is, wider 
bands do not significantly influence the response. 
Therefore, the use of a 3 octave wide stimulus through­
out the study is a safe estimate of a bandwidth that cov­
ers most of the affected frequency receptive field.

DISCUSSION

This series of experiments was conducted to investigate 
the response of primary auditory cortical neurons to 
broadband sounds with distinct spectral envelopes. In 
particular, it was designed to determine whether neu­
rons in Al are sensitive to specific attributes of sinusoidal 
spectral envelopes, and which are the most salient fea­
tures of spectral envelopes that influence the cortical re­
sponse.

We found that neurons in Al can be tuned to specific 
features of the sinusoidal spectral envelope of a com­
plex sound, including the spacing of the spectral max­
ima and minima and the depth of spectral modulation 
or intensity contrast. In addition, the position of the spec­
tral envelope relative to the standard receptive field is 
relevant, that is, the intensity and the phase of the spec­
tral envelope affect the response. Carrier signal para­
meters of the spectral envelope signal, such as 
bandwidth and spectral density, play a role in shaping 
the cortical response as well.

Single Unit Versus Multiple Unit Recordings

Before discussing the results of this study in the context 
of auditory coding strategies, a brief consideration will 
be given to some methodological issues. Since these are 
among the first parametric experiments to explore the 
responses of cortical cells to characteristics of the spec­
tral envelope, we chose to record from both single and 
multiple neurons. The main reason was the relatively 
large number of stimulus parameters that needed to be

FIGURE 9 Intensity shifts. Responses of units as a function of 
the overall intensity. The stimuli all had a modulation depth of 
30 dB, and the following recording site characteristics and ripple 
densities (rd) (A) single unit, rd = 1.0; (B) single unit, rd = 1.0; (C) 
single unit, rd = 1.0; (D) single unit, rd = 0.9; (E) multiple unit, 
rd = 0.9; (F) single unit, rd = 1.0.



SPECTRAL ENVELOPE CODING IN PRIMARY AUDITORY CORTEX 53

COa>

3 Single Units 
™ Multiple Units

E 'D0'* 0.05 0.09 0.13
2  Slope of Intensity Response Profile 

(corrected and normalized)

FIGURE 10 Frequency distribution of dynamic range of units. 
The positive slope of the intensity response profile indicates the 
dynamic range of the neurons. To normalize the response, the 
slope was divided by the difference between the maximum and 
minimum number of spikes. The light hatching represents 28 sin­
gle units and the dark hatching represents 15 multiple units. The 
bin size is 0.01.

systematically tested for each recording site. Since the 
isolation of single units is more difficult to maintain over 
an extended period of time, the use of multiple unit 
recordings yielded a higher percentage of locations that 
were completely characterized for single-tone, two- 
tone, and ripple stimuli. The mean and variance of the 
best ripple density of recording sites, the shape and 
bandwidth of the RTF, and the monotonicity of the in­
tensity response profile were found to be similar for sin­
gle and multiple unit recordings. Consequently, 
multiple and single unit results are discussed conjointly. 
However, the distinct differences between the two 
recording methods and their potential influence on the 
interpretation should be kept in mind (for discussion see 
Schreiner and Mendelson, 1990). Since some character­
istics of pure-tone frequency response areas, such as 
sharpness of tuning (Schreiner and Sutter, 1992) and mo­
notonicity of rate-level functions (Sutter and Schreiner, 
in press) can show distinct differences between the re­
sults from these two recording methods, the similarity 
of the results obtained from single and multiple units 
for these broadband stimuli is noteworthy. The similar­
ity between the group response and the element re­
sponse may be an indication that more complex stimuli, 
such as ripple stimuli, are better suited than pure tones 
for the study of local cortical properties, since they may 
engage and reveal more fully the cooperation within the 
local neuronal population. Since the responses were ob­
tained from the middle laminae, no clear test of a po­
tential columnar organization was possible. However, 
an indication of nonuniform spatial distributions along 
the isofrequency domain was evident, suggesting that 
the spatial frequency analysis is locally and globally not 
randomly distributed.

W. p.W KO t

111  I

Acoustic Stimulus: Carrier and Spectral Envelope

As pointed out in the "Introduction", arguments for the 
use of ripple spectra in the exploration of cortical pro­
cessing come from the study of the visual cortex, from 
recent psychoacoustical studies that focused on the cod­
ing of spectral envelopes, and from system-theoretical 
considerations.

Both temporally and spatially complex stimuli have 
been used for the highly advanced investigation of sig­
nal coding in the visual cortex (see Maf fei and Fiorentini, 
1973; Albrecht and DeValois, 1981). It has been shown 
in the visual system that certain tuning properties of a 
neuron vary with some other stimulus properties. The 
sharpness of directional orientation tuning, for exam­
ple, is dependent on whether the stimulus is a long bar 
or a wide bar. It has also been suggested that dividing 
neurons into categories based on response properties is 
dependent on the stimulus used (Maffei and Fiorentini, 
1976; Hammond and Munden, 1990). Of particular in­
terest in this context are studies that utilize luminance 
gratings to explore the properties of visual cortical neu­
rons (Maffei and Fiorentini, 1976; Zhang, 1990; 
Jagadeesh et al., 1993, for review see DeValois and De 
Valois, 1990). By using the response to sinusoidal lumi­
nance gratings as a basis for a general characterization, 
the response of many simple cells to various visual stim­
uli has proven to be predictable (Campbell and Robson, 
1968; Worgotter and Eysel, 1987; De Angelis et al., 1993; 
Jagadeesh et al., 1993). In this case, stimuli excite a wide 
range of the receptor surface (the retina) in contrast to 
spatially restricted light points or bars. By manipulat­
ing the characteristics of the gratings, a number of re­
ceptive field properties can be evaluated that take into 
account long range and short range spatial influences 
and interactions. This approach is based on the system- 
theoretical equivalence of a system impulse response 
and system transfer or filter function applied to the spa­
tial domain of the receptor surface. By presenting dif­
ferent spatial frequency gratings and taking the Fourier 
transform of the resulting transfer function, estimations 
of the impulse response (the receptive fields) for simple 
cells can be obtained. Although investigations on the vi­
sual cortex have had great success determining and ex­
plaining receptive field properties by rigorously 
applying parametrically accessible stimuli under sys­
tem-theoretical considerations, little of that approach 
has been transferred to the exploration of the central au­
ditory system.

Early physiological studies investigating effects of the 
spectral envelope on auditory responses used a ripple- 
like stimuli, "cosine noise" (de Boer, 1967; Evans et al. 
1970; Bilsen and Goldstein, 1974; Bilsen et al., 1975). By 
delaying white noise and adding it to itself, a broadband 
stimulus was created with a sinusoidal spectral envelope 
and a carrier of noise. The resulting stimulus had linearly 
spaced peaks and a spectral envelope amplitude that var-
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TABLE IV
Hypothesis: There Is No Difference Between the 

M onotonicity and Nonmonotonicity of Single and 
Multiple Unit Populations for an a  = 0.1

Monotonic Nonmonotonic Inconclusive
Single 3 18 7
Multiple 5 7 2
Test statistic = 3.88; critical value = 7.77 (for a  >0.1, df = 4). 
Conclusion: the hypothesis is not rejected.

ied linearly. Although ripple-like, cosine noise is not shift 
invariant along either the frequency or the intensity axes 
and, therefore, is less suitable for our approach.

Later, psychophysical studies used spectrally com­
plex stimuli to address the perception of spectral profiles 
(Bernstein and Green, 1988; Berg and Green, 1990; Green 
and Berg, 1991) and the influence of spectrally more dis­
tant regions on the processing and perception of pre­
sumably locally derived attributes (Hall et a l,  1984; 
Moore and Shailer, 1991; Richards and Heller, 1991). The 
sinusoidal spectral envelope has been used in a few psy- 
choacoustical studies either to study the effects of spec­
tral peak spacings (Houtgast, 1977; Hillier, 1991; 
Schreiner et a l,  1993; Shamma et a l,  1994), and to study 
spectral motion after-effects (Shu et a l,  1993). Testing the 
effectiveness of a ripple stimulus as a forward or direct 
masker, Houtgast (1977) showed psychoacoustically that 
not only the spacing of the peaks, but also the phase of 
the spectral envelope is important. Investigating whether 
there are segregated "channels" in the auditory system 
for taking the Fourier transform of the spectral envelope, 
Hillier (1991) found evidence for independent encoding 
of different ripple densities. Although these studies re­
veal several similarities between the behavior of the au­
ditory system and that of the visual system, when using 
comparable stimulus features, no directly corresponding 
physiological studies have been undertaken that could 
account for the psychophysical observations.

The success in the visual system of elucidating re­
ceptive field properties and perceptual phenomena with 
spatially complex stimuli that satisfy certain system-the- 
oretical constraints, and the importance of spectral en­
velopes in discriminating vocalizations, particularly 
vowels, suggests a similar investigation of the spatial di­
mension of sounds, relative to the receptor surface, and 
their relationship to frequency organization. The results 
of such an approach provide an expansion of the possi-

FIG U R E 11 Modulation depth response profiles. Responsesof 
six typical units as the modulation depth of the stimulus is var­
ied . Details of the stimulus and recording site were (A) single unit, 
ripple density (rd) = 1.0; (B) multiple unit, rd = 1.0; (C) single unit, 
rd = 1.0; (D) single unit, rd = 0.33; (E) single unit, rd = 1.5; (F) mul­
tiple unit. (Closed circles, rd = 1.0; open circles, rd = 3.0 rip­
ples/ octave.)
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FIGURE 12 Frequency distributions for modulation depth. The 
histogram shows the frequency distribution for preferences in the 
modulation depth. The lightly shaded bars represent single units 
(n = 6), and the darkly shaded bars represent multiple units (n = 10).

bilities to characterize neuronal response properties, 
should allow an assessment whether pure-tone recep­
tive fields are sufficient to predict the response to spec­
trally complex signals, and may reveal new insights into 
the principles underlying the representation of complex 
sounds in the auditory cortex.

Ripple Transfer Functions

Previous studies have used tonal stimuli to evaluate the 
receptive fields of neurons. Pure-tone receptive fields 
allow the characterization of the response selectivity of 
neurons by extracting descriptive parameters, such as 
characteristic frequency, minimum threshold, and the 
bandwidth of the tonal response. Although such a char­
acterization can be sufficient to predict the response of 
a peripheral neuron to a variety of stimuli, there is ample 
evidence that central neurons have stimulus selectivi- 
ties that are not predictable from pure-tone responses 
alone. Examples include selective responses to complex 
sonar signals in bat auditory cortical neurons (Suga, 
1965), vocalization-specific neurons in squirrel monkeys 
(Newman and Wollberg, 1973a,b), song-selective neu­
rons in birds (Langner et al., 1981), and syllable sensi­
tivity in human cortical neurons (Creutzfeldt et al., 1989). 
To systematically explore potential response selectivi- 
ties of cortical neurons beyond frequency and intensity, 
other stimulus dimensions that may be of relevance to 
the animal must be utilized. Transfer functions, inten­
sity response profiles, and phase response profiles of 
ripple spectra provide a systematic characterization of 
neuronal responses that may reveal additional aspects 
of receptive fields while reflecting some of the proper­
ties seen with pure-tone responses. Although a thor­
ough correlational analysis between RTF properties and 
pure-tone frequency response areas will be presented 
elsewhere, a brief discussion on the concepts and inter­
pretations of RTF properties with regard to traditional

tuning curves will be outlined. For the following dis­
cussion of observed RTF properties, it will suffice to con­
sider only a few of the most common aspects of 
frequency response areas, namely, the width and 
strength of a central excitatory area and the position and 
strength of flanking inhibitory sidebands.

In this portion of the study, RTFs were exclusively 
obtained for the cosine phase of the spectral envelope, 
that is, a spectral maximum was located at the CF of the 
neurons. For this condition, four characteristics of RTFs 
were used to describe the variance in the obtained sam­
ple: the overall shape of the RTF, the ripple density pro­
ducing the strongest response, the bandwidth of the 
RTF, and the degree of response modulation due to 
changes in the spectral envelope frequency.

The occurrence of the two most common types of RTF 
shape, band pass and low pass, representing 67% of the 
sample, can be largely attributed to the presence of rel­
atively strong inhibitory sidebands in the FRAs. With 
the center peak of the ripple stimulus aligned with the 
CF of the unit, the maximum response to the stimulus 
will be attained when the neighboring spectral minima 
are positioned to coincide with the inhibitory sidebands. 
If the ripple density is lowered or increased, the invoked 
inhibition will increase by expanding the central peak 
into the sidebands or by moving neighboring ripple 
maxima into the inhibitory sidebands, respectively, thus 
creating a band-pass characteristic of the RTF. RTFs with 
low-pass characteristics can be seen when inhibitory 
sidebands are absent or only weak. Other RTF filter 
shapes are probably also related to the spacing and rel­
ative strength of excitatory and inhibitory regions. 
Asymmetries in the arrangement and strength of these 
portions of the FRAs are likely contributing to the cre­
ation of notch or irregularly shaped RTFs. It has been 
shown (Suga and Manabe, 1982; Sutter and Schreiner 
1990; Shamma et a l,  1993) that the strength and relative 
position of the excitatory and inhibitory regions can vary 
substantially between neurons. Thus, the different re­
ceptive field organizations required to create the ob­
served RTFs of varied shapes do exist.

Another important descriptor of RTFs relates to the 
position of the peak or the upper cutoff along the ripple 
density axis. These aspects of RTFs reflect both the width 
of the classic excitatory receptive field and the distance 
of the inhibitory sidebands from the center of the exci­
tatory portion. Neurons showing a preference for higher 
ripple densities are likely to have narrow tuning curves 
and more closely spaced inhibitory sidebands. By con­
trast, preferences for low ripple densities probably re­
flect more broadly tuned neurons that, as a consequence, 
have fairly widely spaced inhibitory sidebands. The best 
ripple densities between 0.5 and 4 ripples per octave, as 
seen for the majority of neurons in this study, indicate 
that spacings between inhibitory and excitatory regions 
in neurons can vary between 0.25 and 2 octaves, con-
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sistent with findings for cortical neurons obtained in 
two-tone experiments (Suga and Manabe, 1982; 
Shamma and Symmes, 1985; Sutter and Schreiner, 1990; 
Shamma et al., 1993).

Although it has been shown that the distribution of 
excitatory regions as well as that of inhibitory side bands 
and their relative strength can be asymmetrical, 
(Shamma and Symmes, 1985; Sutter and Schreiner, 1990; 
Schreiner and Sutter, 1992; Shamma et al., 1993), RTFs 
obtained by centering the ripple stimulus over the char­
acteristic frequency of the neuron cannot necessarily re­
solve the direction of the asymmetry. However, by 
varying the phase of the spectral envelope for a given 
ripple density or by obtaining RTFs for different phases, 
some of these asymmetries can be investigated (see 
later).

The interpretive value of two other descriptors of 
RTFs, the bandwidth and the modulation index RMI, is 
more difficult to assess. The modulation index is an in­
dicator of the neuron's variation in activity due to 
changes in the ripple density of the spectral envelope. 
A high modulation index suggests a relatively high ef­
ficacy of excitatory or inhibitory influences of sur­
rounding areas on the response strength of a neuron or 
a large change in the response strength with small (about
6 dB) changes in intensity. A low modulation index sug­
gests relatively weak excitatory and inhibitory influ­
ences from surrounding areas, or not much change in 
the strength of the response with small changes in in­
tensity. The bandwidth of RTFs also reflects these prop­
erties but, in addition, incorporates aspects related to 
the spacing of excitatory and inhibitory regions that are 
more directly expressed by the best ripple density or the 
upper cutoff density.

A useful feature to distinguish vowels independent 
of speaker gender or age is to consider the frequency 
ratio of the formants (Miller, 1989). Depending on the 
vowel, most formants are spaced between 0.3 and 4.0 
octaves, with the majority of ratios clustering around 1 
octave. The best ripple densities of the neurons in Al in 
this study covered a similar range, with the majority 
tuned around 1 ripple/octave. Preliminary analysis of 
cat vocalizations (see Fig. 1) also indicates, similar to 
human vowels, a preponderance of formant ratios 
around 1 octave.

FIGURE 13 Fundamental frequency response profiles. 
Change of response magnitude at best ripple density as a func­
tion of fundamental frequency. The characteristic frequencies (cf) 
for these neurons ranged from 4.6 to 7.5 kHz. Details of the record­
ing site and the stimuli: (A) multiple unit, cf = 4.6 kHz; rd = 1.0; 
(B) multiple unit, cf = 5.5 kHz, rd = 3.0; (C) multiple unit, cf = 5.5 
kHz, rd = 1.0; (D) multiple unit, cf = 6.9 kHz, rd = 1.0; (E) single 
unit, cf = 6.5 kHz, rd = 1.5; (F) single unit, cf = 7.5 kHz, rd = 0.33 
ripples/octave.
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Taken together, the characteristics of cosine RTFs re­
flect a number of receptive field properties that have 
been observed with pure-tone or two-tone measure­
ments of FRAs. In addition, the RTF may provide in­
formation that is usually not reflected in FRAs, namely, 
the cumulative effect of excitatory and inhibitory influ­
ences on the response strength, including effects from 
regions outside the classic receptive field.

Response Profiles

The various parameters of the ripple stimulus that were 
controlled included the phase of the spectral envelope, 
the modulation depth, the spacing of the components, 
the bandwidth of the stimulus, and the overall intensity.

Variations of the phase of the spectral envelope in­
variably had a large effect on the magnitude of the re­
sponse. It is known from pure-tone stimuli that the 
characteristic frequency is bordered by regions that are 
either inhibitory or nonresponsive. Thus, it would be ex­
pected that the strongest response to a ripple stimulus 
would be for a stimulus with a maximal amount of en­
ergy near the CF, and a minimal amount of energy in the 
bordering regions, especially those corresponding to in­
hibitory areas. Since one of the goals of this particular 
stimulus was to cover the entire spectral range which 
might influence the response of a cell, the center peak 
of the stimulus was positioned at the CF of the unit, cov­
ering frequencies 1.5 octaves on either side. Changes in 
the ripple phase for a fixed ripple density should reveal 
whether this position was indeed producing the 
strongest response. Only very few phase profiles 
showed secondary peaks or a peak significantly shifted 
from the 0° position. That is, the alignment of a spectral 
maximum with the CF was near optimal. Slight devia­
tions in the phase profile of the maximum from zero may 
be accounted for by discrepancies between the BF of a 
neuron at the stimulus intensity that corresponded to 
the local energy of the ripple stimulus and the near 
threshold estimate of the CF.

If the filtering system reflected in the RTFs were lin­
ear and symmetrical, the phase response profile for a 
given ripple density would be sinusoidal (the profiles 
would match the sinusoidal patterns, hatched lines in 
Fig. 7). The clear deviations from the sinusoidal profile 
in all the phase profiles is a strong indication of either 
nonlinear components or asymmetries in the filter. 
Differences in the symmetry of the phase profiles are 
likely closely related to the asymmetries in the distrib­
ution and strength of inhibitory sidebands as shown

FIGURE 14 Spectral width response profiles. Six typical spec­
tral width response profiles are shown. (A) Single unit, rd = 1.66;
(B) single unit, rd = 1.0; (C) multiple unit, rd = 1.0; (D) single unit, 
rd = 1.0; (E) multiple unit, rd = 1.0; (F) single unit, rd = 5.0 rip­
ples/octave.
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with two-tone stimuli for Al neurons (Sutter and 
Schreiner 1990,1991; Shamma et al., 1993). Equal num­
bers of positive and negative asymmetries suggest an 
equal number of neurons with stronger high- and low- 
frequency inhibitory sidebands (Shamma et al., 1993).

As the spectral modulation depth of a stimulus with 
fixed and near optimal ripple density was systemati­
cally increased, the responses usually increased up to a 
constant value. However, on some occasions responses 
decreased with increasing modulation depth. The most 
likely explanation for this difference in response be­
havior with changes in modulation depth is again re­
lated to the presence and strength of influence by 
inhibitory sidebands. If strong sidebands are present, an 
increase in the modulation depth of the optimally posi­
tioned spectral envelope will mostly decrease the input 
to the inhibitory sidebands while maintaining the input 
to the central excitatory region. However, if no or only 
weak inhibition is present or if the spectral envelope is 
not optimally positioned, an increase in the modulation 
depth may remove excitatory energy from the receptive 
field and, thus, reduce the response strength. Most neu­
rons showed the greatest changes in responsiveness for 
modulation depths between 5 and 25 dB. For a reference 
on spectral modulation depth sizes, vowels usually have 
spectral modulation depths of 10 to 30 dB between for­
mants, the same range where the neurons were most 
sensitive to change in the modulation depth of the spec­
tral envelope.

As a function of overall intensity, the neurons pre­
dominantly behaved in a nonmonotonic manner in re­
sponse to ripple stimuli. This behavior contrasts with 
that seen in response to pure-tone stimuli. Using pure 
tones, various portions of sampled neurons in Al (24 to 
60%) have been reported to have shown nonmonotonic 
behavior (Phillips et al., 1985,1989; Schreiner et al., 1992). 
The finding here that 76% of the neurons showed non­
monotonic rate or level functions for ripple stimuli sug­
gests that neurons are more selective or more sharply 
tuned to specific signal intensities when stimulated with 
broadband stimuli than with narrowband stimuli. 
Similarly, a high percentage of nonmonotonic rate or 
level functions have been found by Imig and colleagues 
(1990) for free-field wideband noise stimuli. Both ob­
servations are consistent with the hypothesis that the ac­
tivation of inhibitory sidebands plays a major role in 
creating intensity selectivity (Phillips, 1988).

As was seen, there are considerable changes in the 
response as the fundamental frequency of the carrier 
band varies over a limited range. As the fundamental 
frequency is varied, the number of components per oc­
tave or per critical band varies. However, as long as the 
fundamental frequency is small, the energy per octave 
or per critical band remains fairly constant. As the fun­
damental frequency increases, there are fewer compo­
nents per octave or per critical band. In the extreme case,

when there are only a few components per octave, the 
spectral envelope shape will not be adequately repre­
sented due to undersampling. At this point, the energy 
distribution over critical bands varies greatly with 
changes in the fundamental frequency. Since the local 
energy near the CF contributes significantly to the 
strength of the response, it might be expected that dif­
ferent high fundamental frequencies can produce large 
differences in the response. By contrast, different low 
fundamental frequencies should produce little, if any, 
variation in the response strength. Thus, the significant 
variations in the response strength, even between rela­
tively low fundamental frequencies (50 to 100 Hz), are 
not consistent with such an energy distribution hy­
pothesis. Alternatively, neuronal responses in Al could 
be sensitive for specific values or value ranges of fun­
damental frequencies. The changes in the response to 
ripple spectra with fundamental frequency could, there­
fore, be due to changes in periodicity pitch that are en­
coded at the cortical level (Langner et al., 1994).

The final stimulus parameter that was systematically 
varied was the spectral bandwidth. Using a spectral 
width of 3 octaves as the standard bandwidth, we at­
tempted to reach the entire spectral influence sphere of 
the neuron. Spectral regions far outside the pure-tone 
receptive field of the neuron were not expected to have 
significant effects on the neuron's response, and, there­
fore, the stimuli used were band-limited. However, it 
was important to use a stimulus that was broad enough 
to cover the whole excitatory or inhibitory receptive 
field. The strongest responses were frequently seen at 
the smaller bandwidths and there was frequently a sig­
nificant decline in the neuron's response as the spectral 
width of the neuron increased. Presumably, this oc­
curred as the stimulus invaded the inhibitory regions of 
the receptive field. As the stimulus continued to spread, 
its boundaries were outside the receptive field and fur­
ther broadening did not affect the response of the neu­
ron. For most neurons, the bandwidth marking the 
transition to a steady response strength was approxi­
mately 2 to 3 octaves, suggesting that influences from 
regions more than 1 to 1.5 octaves to either side of the 
CF are minimal.

The phase of the harmonic components was chosen 
to produce a nearly flat temporal envelope in order to 
avoid potential effects from peripheral nonlinearities 
observed for peaky wave forms (Horst et al., 1990). 
Although the potential influence of the component 
phase on the response to ripple stimuli remains to be in­
vestigated, preliminary observations indicate that the 
effects will be small compared to effects seen for varia­
tions of spectral envelope parameters.

In conclusion, broadband stimuli with sinusoidal 
spectral envelopes were utilized for analyzing proper­
ties of auditory cortical neurons. The results show that 
the neuron's responses are sensitive, if not selective, to
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specific aspects of the spectral envelope, such as the spa­
tial frequency, ripple phase, or ripple depth. The results 
suggest that cortical neurons can represent the shape of 
broadband stimuli in the form of a spatial Fourier analy­
sis of the spectral envelope. The conclusions drawn from 
the RTFs are limited by the use of only one ripple phase. 
To characterize completely a neuron's response, each 
spectral envelope frequency must be presented at least 
for two orthogonal phases (such as 0 and 90°) so that it 
analyzes the symmetrical properties of the neurons' re­
sponse as well as the asymmetrical properties. In addi­
tion, any possible relationships between traditional 
pure-tone tuning curves, and these response profiles 
must be investigated. We will be addressing these as­
pects in the future.
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